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The article deals with the notion of association in linguistics. Various researchers looked for connections between thinking and
language, conducting linguistic experiments and researches in the field of psycholinguistics, linguistics and, namely, associative
groups. Research of associations is mainly aimed at the conceptual and semantic structure of human memory. Study of associations
has a long scientific tradition, for centuries they have been the object of study of philosophers, psychologists, linguists. Associative
experiment is a technique aimed at identifying associations existing in an individual based on his previous experience. To analyze
associations it is necessary to know and understand connections between words, therefore, explore the sphere of human
consciousness and cognitive perception. The article looks into history of associations studies, analyzing the main achievements and
key points in the research of links between words and images, connections and relations between semantic field and groups. Also,
attention is paid to external and internal associative links and their analysis. The other essential part of the study is focused on the
insight into the nature of synonymy, antonymy and paronymy, the paradigms and their classifications. Understanding of associative
and thematic groups helps us to conduct researches necessary for the understanding of the mechanism of interaction that exists
between different lexical- semantic groups.
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Introduction. The general theory of lexical-semantic system is finally formed by the middle of the
twentieth century. Its main postulate is the position that the external force, organizing language as a system,
is the system of the world, which is being reflected in the language, is governed strictly linguistic factors.

The development of technology makes the world change and alongside with it changes the perception of
people. Nowadays words, notions and concepts produce associations among which some are slightly
different from the ones found in past while the others have changed much. In modern hectic and ever-
developing world even well-known and seemingly simple words like “success, morning, key” etc. The
discussion can be held on topics like pragmatic and semantic changes that have happened in sphere of
linguistic analysis based on association cores of words and word-groups. This topical research can focus on
better understanding not only the causemes and reflexemes but enrich the scientific analysis of language
signs, denotates and concept perception.

Man perceives the world including through associations, so the interest in him as an object of scientific
research, has a long history dating back to Aristotle. As part of the toolkit of psychologists in semasiology
association is interesting first and foremost to representatives of psychological direction. J. Deese [1]
attempted to bring together the psychological and linguistic analysis of the association, has developed a new
method for the analysis of associative structures, by applying one of the first associative experiment to prove
the associative nature of the semantic component of words. For the occurrence of association between
language units there should be a prerequisite for the existence of a semantic connection, although associated
words are not always linked semantically. The present article deals with historical analysis of the research
into associative links and provides examples of various approaches and studies.

Linguistic studies of associations. I. A. Boduen de Courtenay predicted lexicology to become a
“creature of the twentieth century” and he was right. To date, lexicology became an independent linguistic
discipline with its issues, the subject of the research, its own units and categories. Long-term studies of
lexical material (different classes of lexical units, lexical-semantic groups of semantic fields, etc. in terms of
synchrony and diachrony) showed that the lexical system of language is open and its development is
dependent both on the actual linguistic and extralinguistic factors. The attention to the dynamics of language
led to the need to address in scientific research activities of verbal and cogitative subject — a man with his
experience of life, system of values, the sum of knowledge, communicative needs [14, p.23]. According to
J. N. Karaulova only in our time linguists have become fully binding representations about the internal and
external structures of the language to communicate with its social function “combatant” features [4, p.16].

The problems of lexicology were also deepened by data related sciences — socio-linguistics,
psycholinguistics, ethnology, etc. And at the present stage, as V.P. Konetskaya notes, we can talk about “the
transition to a new scientific paradigm — neofunctionalism — which presented cognitive and communicative
areas” [4, p.86].
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It is well known that the basic unit of lexicology is the word, notion of which is presented in different
aspects — denotative, significative, and connotative and others Formation, structure, communication,
operation of these aspects are included in the scope of the study of linguistics and psycholinguistics.
However, along with the recognition of the “linguistic structure” psycholinguists speak of the existence of
“psychological structure” that “correlation is determined by the system and contrasting words in the course
of their use in the work, rather than in the process of comparing them as the vocabulary of units” [9]. It has
long been observed that the word not only refers to a particular object, but is a whole network of connotative
related additional images that are similar in visual situation, previous experience, etc. Such values complexes
are called “associative values”. The above-mentioned system of “relatedness and contrasting words in the
course of their use in the work” is a system of associative links among words. Complexes of associative
values spontaneously arising from the perception of the word were studied in detail. One of the first in this area
was an experiment J. Deese who tried to prove the associative nature of the semantic component of words [1].

At the present time reasonably topical is the description of the linguistic nature of the associations,
which take place in the formation of the lexical paradigm, and identifying mechanisms for their
implementation in the lexical-semantic system, which will allow to distinguish between objects of research
semasiology and psycholinguists who are actively engaged in the study of associative connections between
words, but relying primarily on extralinguistic factors (A.A. Zalevskaya, O.V. lvanov, A.P. Klimenko,
A.A. Leontiev, A.R.Luria, LV.Rodneva, Y.Samarin, T.Slama—Cazacu, Y. Sorokin, D.l. Terekhova,
N.V. Ufimtsev, G.S. Schoor, E.P. Shubin, R.M. Frumkin et al.).

We set ourselves the goal to prove the possibility of allocating a lexical paradigm as associative—
semantic group (ASG), which is part of the associative—semantic structure (ASS), and to identify the
mechanism of semantic association of words within it. To do this, by component, definitional, logical and
distribution analysis we determined the semantic structure of word ‘“seasons” and the study can be
interpreted as the top of the associative—semantic groups, and then by continuous sampling from the
dictionaries has identified a group of words, semantically related words analyzed. Non-directional
associative experiment was to determine the composition of words associated with the word-stimuli (winter,
spring, summer, autumn), which was refined on the basis of the directed associative experiment. Among the
experimentally obtained words associated with the word-stimulus, we were able to identify those in which
the semantic associative connection gets confirmation that allows them to be regarded as a word relevant
cause. In addition, there were identified the structure of associative semantic groups and architecture of the
associative—semantic structures (ASS).

Thus, our research is aimed at identifying the specially organized lexical-semantic paradigm, the
determination of its structure and the specific relationships between its members on the basis of differential and
integral features. It should be noted that along with the standard lexical microsystems first isolated and described
the associative—semantic groups and the associative—semantic structure as a way of paradigmatic organization of
Russian vocabulary, which is determined by the structure and mechanism of association of tokens in such a paradigm.

The theoretical results are essential supplement of linguistics theory of lexical-semantic paradigms and could
serve as a basis for further study of the actual nature of the language associated words. In addition, they can also
serve as a basis for the study of the linguistic identity and national specificity of a language picture of the world.

In its turn, the actual material can be included in the thesaurus, dictionary of associative rules and
vocabulary minimum, it can be used to determine the internal thesaurus, and in teaching practice — for the
lecture course “Lexicology”, various special courses and seminars on the problems of lexicology and
semasiology as well as in the course “Linguistic” in teaching Russian as a foreign language.

Verbal association is the result of individual perception of objective reality through the prism of
person’s own life experience, its cultural and social level, membership of a particular ethnic group.
Therefore, the emergence of a one— word response to a stimulus, in our opinion, can be caused by any of the
above-mentioned factors. However, in certain language situation a principle dominates. So, C. Bally said that
the “human mind constantly varies between logical perception and emotion, we either understand or feel.
Our opinion is often both logical ideas and feelings. Although these two elements can be combined in
various proportions, yet in each case one thing prevails: either the logical perception or feeling” [7, p.82].

The associative experiment is one of the oldest methods of experimental psychology. In particular, even
Carl Jung and Freud [10, p.23] used it in their clinical practice. This technique was used to study the psyche of
the individual, establishing laws of thinking. The associative rules for abnormal psychology and psychiatry are
used for the study of problems in the field of verbal behaviour, cognitive process, the formation of human
speech ability. Over time, the association experiment has been used for research in linguistics lexical systemic,
interaction of languages, ways to organize the material in memory (the internal structure of human thesaurus).
The experiment can detect semantic links between the original words and associations, which realized the
potential of initial valence of words, identify the various components of value.
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Attempts to provide tools for associative experiments. There were a lot of attempts to conduct pure
associative experiment and work out exact procedure and find the most appropriate tools and methods to get
the result that could be further used for researching into associations and their nature. J. Deese [1, p.18]
attempted to bring together the psychological and linguistic analysis of associations and later developed a
new method for the analysis of the associative structure. As Ch. Kofer and D. Bousfield, J. Deese did not
consider individual reactions to the words, and the whole network of associated words. These words serve
each other stimuli and responses, causing the appearance of a number of associates, either of which, in turn,
can an incentive, which is a response to the initial couple of words. On the basis of data in the course of the
experiment, he introduces the concept of “associative values”. If two words have the same distribution of
associative reactions, according to J. Deese their associative values are the same (in fact, the words are only
partially overlapping sets of associations). Defining a group of associated words and examining them using
factor analysis of relationships within these groups, researcher J. Deese formulated two laws of associations:
I — the elements are associated, when they can be countered to some specific manner; Il — the elements are
associated when they can be grouped on the basis of two or more common characteristics [1, p.96].

Theory of J. Deese was highly appreciated by specialists (Ch. Kofer, S. Ervin-Tripp, D. Slobina,
A. A. Leont’ev) because it presents a new look at an association, revealed a hierarchy of associative
reactions, as well as conducted a parallel between associative and semantic characteristics of the words,
which, according to A. A. Leont’ev [9], is the proof of the unity of their psychological nature.

However, J. Deese was not the first who addressed the issue of association. Attention to this issue was
paid in the early twentieth century. One of the first and most important experiments in this area was the
experiment of G. Kent and A. Rozanova (1910), during which there was a list of stimuli words, which was
taken as a basis by subsequent researchers who studied the nature of both mental and lexical associations.

Latest developments. In the second half of the twentieth century structural approach is getting more wide —
spread and common in studying the linguistic units of different levels, which could not but affect the
association study. Linguists and psycholinguists tried to identify objective factors that associate together around
the word- stimulus. As it turned out, one of these factors is the existence of a common or partially similar
semantics. The researches have shown that the idea of having a semantic proximity between members of
separate associative series has some basis, but this does not mean that the members of any associative group
may have a general value (especially nouns). Therefore, the study of associative groups and rows began to use
the concept of “associative field”, which was first introduced by C. Bally, who noted that “language system
seems to have the form of a vast network of permanent mnemonical associations which are very similar to each
other in all speaking subjects — associations, which are distributed to all parts of the language” [9, p.30].

Sometimes, instead of the term ‘“associative field” the term “semantic field” is used. But the
identification of these concepts are not entirely justified: in contrast to the semantic associative field is
determined in the course of the experiment (rather than analysis vocables or text), and includes a word—
stimulus and his associates, and the volume of the field depends on extralinguistic factors (the subjects of the
psyche, their social and personal experience, cultural level, etc.) In addition to these extra— linguistic factors,
on the amount of the associative field, it affects the degree of motivation of the sign. It has been observed
that “the usual sign of a reasoned, the more focused attention on its internal structure, thereby reducing the
number and role of external associations of its associative field”. The essence of a fully motivated sign is that
it relies on a mandatory internal association, but the essence of it is the completely arbitrary feature that
mentally it communicates with all the other characters using the optional external associations” [2, p.154].
The question arises: what is the union of the words that should be considered an associative field. After all,
various associative groups are unequal in nature because they are paradigmatic or syntagmatic. In their turn,
the paradigmatic groups (which are often characterized by semantic unity) can be either functional or
structural nature. Syntagmatic associations are not always the result of an associative process, as the nature
of stable combinations of words is determined by extralinguistic factors — not the presence in them the sense
of community, and the correlation of their components with reality. So it would be the wrong interpretation
of the associative field as an association having both syntagmatic and paradigmatic nature, it would be wrong
to identify associative field with associative group.

On this basis, G.S. Schur [15, p.43] talks about the need for “a differential approach to the
establishment of associations and their types, as well as the delineation of the term “association” of values in
the sense of “unity” (grouping of words), and “associate”, when it comes to mental associations. “Both
psychologists and linguists who have studied the association, attempted to organize them on the basis of
experimental data. As a result, we can talk about three principles of classification, which nevertheless does
not exhaust the whole variety of associations and ordering possibilities logic (Wundt, Trautsholdt),
psychological (Wells, Woodworth) and linguistic (Bourdon, Woodrow, Lovell). Sometimes there is a
mixture of these principles (Jung Rilkin).
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An example of proper psychological classification can serve as a classification by F.Galton [6, p.127]
that stands out purely on verbal associations, associations, defined images, etc. W. Wundt [11, p.168] divides
association on the external and internal: external associations reflect the prior experience of the relationship
in the world, and the interior — the result of an individual thinking process. The terms “external” and
“internal” associative relation are used by A. R. Luria [10]. However, using the term “external” associative
links he means “association by contiguity”, “when the word is a component of the visual situation, which
includes the named object” (10, p.110) (examples of such associations may be “house-roof”, “dog-tail”, etc.).
“Internal” associative connections are “those connections, which are caused by the inclusion of the words in
a certain category” [10, p.111] (for example, “pet-dog”, “chair-furniture”, and “oak-tree”). C. Bally [12,
p.72] distinguishes between lose and remote association.

As for the psycholinguistic classifications, among them are the laws of association of J. Deese
mentioned above, as well as the classification of D. Jenkins and S. Saport [11, p.167] separating associations
on paradigmatic and syntagmatic. More focus is put on the classification G. S. Schur [15, p.79-83], who
relied not only on the experimental data, but also on the theoretical understanding of other facts of language,
and also took into account the results of other researchers.

G. S. Schur distinguishes 3 types of associations: ontological, empirical, and purely mental. The term
“ontological association” means “a way to combine elements into groups with common (invariant) properties
or characteristics in terms of their reflection in the consciousness of the individual” [12, p.88]. These
associations are a reflection of the objective of the principles underlying the association of subjects
possessing any common characteristics or common features. These associative groups are determined by the
individual's social experience (the subjective experience only determines its volume).

In accordance with the subjective experience “empirical” association arise — paradigmatic and
syntagmatic. In contrast to the members of the ontological elements of associative groups empirical
paradigmatic groups often share common structural features or functions and composition of these groups
varies in different individuals, since they reflect “a certain set of tools and effects, know this individual,” [12,
p.90]. Extralinguistic factors determine the composition and syntagmatic groups. It is noticed that the
composition and the ratio of paradigmatic and syntagmatic groups affected by such extralinguistic factors as
the age of the subjects, place of residence, gender, etc. Non—ontological and non—empirical associations
belong to the third kind — “mental associations”. G. S. Schur [12, p.95] treats them as “random”
(“individual”) association and consociation.

However, along with the above mentioned classifications of associations, psychologists and
psycholinguists discussed the question which is focused on the typology of verbal associations and the
principles of their classification. The basis for these associations is the nature of semantic relations and
relations between the word — stimulus and associates.

Classifications of associations. From the point of view of identifying semantic features (parameters)
first classification of the association was made by G. Miller. He identified ten types of associative relations
in the “stimulus— response” pairs [2, p.392]:

— Contrast (wet — dry)

— Similarity (courage — courage)

— Subordination (apple — peach)

— Generalization (tomato — vegetables)

— Assonance (the year — a cat)

— Part— whole (day — week)

— Addition (rail — road)

— Self— centeredness (success — it is necessary, loneliness — never)

— Cognates (deep — depth)

— Predication (dog — barking).

Obviously, the linguistic classification of the relationship in a pair of “stimulus — reaction” should have
a semantic framework, as indicated by A. P. Klimenko. Therefore, the main goal is not the allocation of class
associations and identification typology of semantic relationship between stimulus and response. Based on
this, the following relationships are allocated: substitutability, entry / inclusion, syntagmatic and marginal.
Building a classification on the basis of these criteria helps in the study of associative and semantic
connections and relationships identified in the lexical system [15, p.47-67].

Studying of association already has a certain history. It creates a circle of familiar-governmental issues,
a set of material analysis techniques. Established and put into practice by psychologists association
experiment not only inherited psycholinguists, but is increasingly being used as one of the linguistic research
methods. The value of this method for linguists is that it allows you to identify the specificity of the semantic
structure of a single word, as well as a hierarchy of semantic relationships of words in groups.
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The basis of the research is the hypothesis that any word is a member of one of the groups, and there are
several types of these groups. Numerous studies have revealed about forty linguistic categories: sets of
subsystems, layers, categories, classes, cycles, groups, series, etc. However, for the study of the systems of
vocabulary, it is not sufficient to determine the set of words, it is important to identify the main types of
relations of the members of these groups.

In modern lexicology there are traditionally allocated lexical- semantic groups, thematic groups and
semantic fields depending on their semantic relationships. They include the words selected on the basis of
common semantic characteristics. In the “Dictionary of linguistic terms” O. S. Akhmanova gives the term
“padigmatics” along with a synonym “associative plan”, which implies that the paradigmatic relationship is a
relationship built on certain associations. However, accepting the idea that the paradigmatic associations
include synonyms series and antonymous, homonymous, hyper— hyponymic couples, linguists believe that
polysemy and homonymy are formed on the base of associative-semantic relationships, and antonymy,
synonymy, semantic fields are the result of substantial-semantic “conceptual” link [14, p.127].

Obviously, and synonyms and antonyms, and paronymy are all results of association (by G.Miller these
are relations of similarity, contrast, subordination and generalization). The essence of these relations is that
synonymous words, for example, are sure to have a common semantic feature that they have a nuclear and
peripheral has a different volume: to go (move) — run (move fast) — race (to move very quickly). When
there is antonymy of two words they possess a common semantic feature that is nuclear in the semantic
structure of both words, such as “movement” [14, p.174].

Conclusions. Therefore, while studying language and perception of words, the intergaral part of the
studies should be focused on investigating into thinking process. The psycholinguistics deals with general
associative relations among words and produces grounds for further developing of semantic links. Such
studies have been conducted by many researchers, although one combined system is yet to be created.
Recognition of associative and thematic groups leads us to the understanding of the mechanism of interaction
between different lexical-semantic groups that are comprehended as an isolated cell of one large static
system. For the occurrence of association between language units there should be a prerequisite for the
existence of a semantic connection, although associated words are not always linked semantically, which
leads to psychological studies of this subject.

Psycholinguistics tries to identify associative relations between words which are used in associative
experiment. Group of words resulting from non—directional associative experiment forms associative field.

In the present study, released in the lexical paradigm, called associative—semantic group of words
interact at the level of correlation of the core and the periphery of semantic structures. The set of reflexes at
all levels forms the associative—semantic structure. Therefore, the further research is aimed at the deep
analysis of causemes and reflexemes and their correlation as well as the attempt to create one universal
system for revealing and analysing associative and semantic links between words.
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HU. M. Axman, B.B. Umenpb Acconnanusi Kak JUHIBHCTHYeCKOe siBiaeHHe. CTaThs paccCMaTpHUBaeT MOHSATHE acCOLUALUH B
JUHTBUCTHKE. lcclaemoBaHMe acconMandii HANpaBlIeHO B OCHOBHOM HAa KOHIENTYalbHOM M CEMAaHTHYECKOH CTPYKTYpPBI
4eJoBedecKoil maMaTH. M3ydeHne acconnanuii MMeeT JaBHNE HaydHbIe TPaJULINH, B TEIEHHE MHOTHX CTOJIETHI OHM OBLIN 00BEKTOM
uccienoBaHus (GUIOCo(oB, ICUXOIOTOB, TMHIBUCTOB. ACCOLMATHBHBII IKCIIEPHMEHT NPEACTaBIseT co00il MeTo, HalpaBIeHHbIH
Ha BBIABIIEHNE acCOLMAIMH, CYIIECTBYIOIIMX B 4YENOBEKA HAa OCHOBE €ro MpelblAymiero omeita. Jlns aHammsa acconmanuit
HEOOXOIMMO 3HAaTh M MOHHMATh CBS3b MEX.IY CIOBaMH, MO3TOMY, HCCIE0BAaTh cepy YeITOBEYECKOTO CO3HAHUS M KOTHUTHBHOTO
BocnpuATus. B crarbe paccMaTpuBaroTCs B HMCTOPUM aCCOLMALMM HCCIIEOBAHUM, aHAIM3 OCHOBHBIX JOCTHXKEHUH M KIIFOUEBBIX
MOMEHTOB B HCCIIEJOBAHUH CBSA3€H MEXK/Ty CIIOBaMH U 00pa3aMH, CBsI3el M OTHOIICHHUH MEXIy CEMaHTHIECKHM IIOJIEM U TPYIIIaMu.
Taxxe BHUMaHHE yJelsieTcs BHENIHMX M BHYTPCHHHX ACCOIMATHUBHBIX CBsi3ed M WX aHanu3. IIoHMMaHWe acCOIMATUBHBIX H
TEMaTHIEeCKUX TPYII, MOMOTaeT HaM HPOBOJHWTH HCCIENOBAHUS, HEOOXOAMMBIEC JUISi NMOHUMAHMS MEXaHM3Ma B3aHMOJACHCTBHS,
KOTOPOE CYIIECTBYET MEXK/IY Pa3IHIHBIMH JIEKCHKO-CEMAaHTHIECKUX TPYIIIL.

KioueBbie cioBa: 00beIMHEHHE;, CEMAHTHYECKHE OCOOCHHOCTH; CEMAaHTHYECKHE TOJISI; aCCOLMAaTUBHBIC CBA3M;
KinaccH(UKaIU acCOLMAIHH.

LM. Axman, B.B. Umens. Acomianisi sk JiHrBicTHYHe siBUIE. Y CTAaTTi PO3MNIAAAETHCS MOHSATTS ACOIallil B JIHTBICTHII.
JaHiit TemMi pUAINSIIOCH 6araTto yBard SIK i y MHHYJIOMY, TaK 1 y TeNEpilTHbOMY CTOJMITTi. Pi3HI HOCTiTHUKY OIyKand 3B'I30K Mik
MHCIICHHSIM 1 MOBOIO, IPOBEICHHS JIIHTBICTUYHHIX EKCIIEPUMEHTIB 1 JOCIIKEHb B 00JIACTI ICUXOMIHTBICTHKH, JIHI'BICTHKH i, a came,
acouiaTHBHHX IpyIl. J[OCTHipKeHHs acowialiif HarmpapieHo B OCHOBHOMY Ha KOHIIENTYaJbHOMY i CEMaHTHYHOI CTPYKTYPH JIFOJCHKOT
nam'ati. BuBdeHHS acomiamiii mMae JaBHI HAyKOBI TpaAWIlil, MPOTATOM OaraTboX CTONITH BOHH OYNH O0'€KTOM JOCIIIKECHHS
¢inocodis, MCUXOJOTIB, JIHIBICTIB. ACOLIIaTUBHUN EKCIIEPHUMEHT SBISIE COOOI0 METOJ, CHPSMOBAHMH Ha BHUSBICHHS acolliallii,
iCHYIOYHMX B JIIOJJMHH Ha OCHOBI HOro MorepeqHboro JocBidy. J[ms aHamizy acomiauiifi HEoOXigHO 3HATH i PO3YMITH 3B'I30K MiX
CIIOBaMH, TOMY, JOCIIDKyBaTH cepy JTIOJCHKOI CBIZIOMOCTI 1 KOTHITMBHOTO CHPUHHATTS. Y CTaTTi PO3MISAAIOTHCS JOCITIIKSHHS
BIJIOMHUX JIHIBICTIB Ta INCHXOJIHIBICTIB, 1X crpoOH aHami3y acouiaiidd, pe3yJbTaTH acoLiaTHBHHUX EKCIEPUMEHTIB Ta BHECOK B
ICTOpil0 JOCHI/PKEHb acolliamii, aHaji3 OCHOBHHX JOCSTHEHb 1 KIFOYOBHX MOMEHTIB B JIOCITI/DKEHHI 3B'SI3KiB MiXK CJIOBaMH i
oOpa3aMu, 3B'I3KiB 1 BIIHOCHH MiX CEMaHTHYHHM MoOjJeM i Trpynamu. TakoX yBara NpPUAUISIETHCS OCMHUCICHHIO 30BHIINHIX 1
BHYTPIIIHIX acOI[iaTUBHUX 3B'3KiB 1 iX aHami3. PO3yMiHHSA acomiaTHBHHUX 1 TEMAaTHYHHX TPYI, IOMOMAara€ HaMm IPOBOIUTH
JOCIIJKEHHS, HEOOXI/IHI U pO3YMiHHS MEXaHi3My B3a€MOJIi, SIKHA iCHYye MiXK Pi3HUMH JIEKCHKO—CEMaHTUYHUX TPYI, 10, B CBOIO
4epry, Aa€ MOXJIMBICTb TIUOIIE 1 YiTKillle pO3yMiTH MOBY Ta ii pOJIb y JKHTTI JIFOJUHH.

KimouoBi ciioBa: 00'eHaHHS; CEMaHTHYHI OCOOIMBOCTI; CEMAHTHUYHI TIOJIS; ACOIIATHBHI 3B'I3KM; Kacu(ikaIlis acomiarrii.
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